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(57) ABSTRACT 

A technique for combining operations of a Wireless access 
point With a remote probe. An access point links a Wireless 
client to a Wireless sWitch. A remote probe captures Wireless 
packets, appends radio information, and forwards packets to 
a remote observer for analysis. In an embodiment, the 
observer may provide a protocol-level debug. A system 
according to the technique can, for example, accomplish 
concurrent in-depth packet analysis of one or more inter 
faces on a Wireless sWitch. The system can also, for example, 
augment embedded security functions by forwarding 
selected packets to a remote Intrusion Detection System 
(IDS). In an embodiment, ?lters on the probes may reduce 
overhead. 
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SYSTEM AND METHOD FOR REMOTE 
MONITORING IN A WIRELESS NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] This application claims the bene?t of US. Provi 
sional Application No. 60/727,025 ?led on Oct. 13, 2005, 
which is incorporated by reference. 

BACKGROUND 

[0002] In order to debug client issues in a wireless net 
work, there’s a general need for packet snif?ng. For wired 
clients, this is handled by port mirroring or using hubs. 

[0003] Wireless clients typically use snilfers near an 
access point to capture sessions, but this is inconvenient, 
inaccurate, and may be unavailable if data is encrypted. For 
example, there is typically guesswork when matching 
probes and access points, and capturing encrypted packets in 
the clear is difficult or impossible using standard prior art 
techniques. A snilfer is typically needed at each access point. 
Embedded analysis for intrusion detection is limited because 
the switch is busy forwarding packets. 

[0004] Raw 802.11 packet capture is not suf?cient for 
wireless debug. It’s also useful to see information from the 
radio including channel, signal strength, etc. The Prism 
header adds this info for a local wireless interface. TaZmen 
Sniffer Protocol (TZSP) adds this info to 802.11 packets 
from a remote probe. TZSP is typically used for remote 
monitoring devices used for intrusion detection. 

[0005] A remote probe with TZSP will capture all info 
required for network debug, but it’s not practical to deploy 
a probe next to each access point when debugging a roaming 
client. Also, the RF environment of two adjacent devices is 
not identical. 

[0006] Packet protocol decode of 802.11 packets includ 
ing TZSP is widely available. Ethereal® and Wildpackets 
Airopeek® are popular solutions. 

[0007] The foregoing examples of the related art and 
limitations related therewith are intended to be illustrative 
and not exclusive. Other limitations of the related art will 
become apparent to those of skill in the art upon a reading 
of the speci?cation and a study of the drawings. 

SUMMARY 

[0008] The following embodiments and aspects thereof 
are described and illustrated in conjunction with systems, 
tools, and methods that are meant to be exemplary and 
illustrative, not limiting in scope. In various embodiments, 
one or more of the above-described problems have been 
reduced or eliminated, while other embodiments are directed 
to other improvements. 

[0009] A technique for packet snif?ng involves remote 
monitoring, which facilitates mirroring selected traf?c on a 
radio interface to a packet analyZer (or observer). A system 
according to the technique can accomplish in-depth packet 
analysis using network probes paired with a remote Intru 
sion Detection System (IDS). Filters on the probes can 
reduce overhead. 
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[0010] By embedding the core features of a remote probe 
into the access point, we have an optimal solution for 
network debug. We also have an inexpensive solution for an 
IDS. 

[0011] The proposed system can offer, among other advan 
tages, convenient analysis of captured packets from a remote 
location. These and other advantages of the present inven 
tion will become apparent to those skilled in the art upon a 
reading of the following descriptions and a study of the 
several ?gures of the drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0012] Embodiments of the invention are illustrated in the 
?gures. However, the embodiments and are illustrative 
rather than limiting; they provide examples of the invention. 

[0013] FIG. 1 depicts a system including a wireless access 
domain. 

[0014] FIG. 2 depicts a computer system for use in the 
system of FIG. 1. 

[0015] FIG. 3 depicts a ?owchart of a method for mobility 
in a wireless network. 

[0016] FIG. 4 depicts a system for remote monitoring in a 
wireless network. 

[0017] FIG. 5 depicts a system for remote monitoring in a 
wireless network. 

[0018] FIG. 6 depicts a ?owchart of a method for remote 
monitoring in a wireless network. 

DETAILED DESCRIPTION 

[0019] In the following description, several speci?c details 
are presented to provide a thorough understanding of 
embodiments of the invention. One skilled in the relevant art 
will recogniZe, however, that the invention can be practiced 
without one or more of the speci?c details, or in combination 
with other components, etc. In other instances, well-known 
implementations or operations are not shown or described in 
detail to avoid obscuring aspects of various embodiments, of 
the invention. 

[0020] FIG. 1 depicts a system 100 including a wireless 
access domain. The system 100 includes a computer system 
102, a network 104, and a wireless access domain 106. The 
system 100 may or may not include multiple wireless access 
domains. The computer system 102 may be practically any 
type of device that is capable of communicating with a 
communications network, such as, by way of example but 
not limitation, a workstation. The network 104 may be 
practically any type of communications network, such as, by 
way of example but not limitation, the Internet. The term 
“Intemet” as used herein refers to a network of networks 
which uses certain protocols, such as the TCP/IP protocol, 
and possibly other protocols such as the hypertext transfer 
protocol (HTTP) for hypertext markup language (HTML) 
documents that make up the World Wide Web (the web). The 
physical connections of the Internet and the protocols and 
communication procedures of the Internet are well known to 
those of skill in the art. 

[0021] In a non-limiting embodiment, the computer sys 
tem 102 may be running a program such as, by way of 
example but not limitation, ethereal, to decode, by way of 
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example but not limitation, IEEE 802.11 standard packets 
encapsulated in TZSP that are received from the wireless 
access domain 106. In a non-limiting embodiment, the 
computer system 102 is connected to a wireless backbone 
network (not shown), either directly or indirectly through a 
wireless network. 

[0022] In a non-limiting embodiment, the network 104 
provides a Layer 2 path for Layer 3 traffic, preserving IP 
addresses, sessions, and other wired Layer 3 attributes as 
users roam throughout the wireless access domain 106. The 
network may or may not include a wireless backbone 
network, or be connected directly or indirectly to a wireless 
backbone network. Communications between the computer 
system 102 and the wireless access domain 106 are, there 
fore, Layer 3 traf?c tunneled through Layer 2. Advanta 
geously, by tunneling Layer 3 traf?c at Layer 2, users stay 
connected with the same IP address and keep the same 
security and Quality of Service (QoS) policies from the 
wired network while they roam the wireless side. Since 
Layer 3 attributes are maintained, mobile devices that are 
connected to the wireless access domain 106 can retain 
persistent identities. 

[0023] The seven layers of the Open System Interconnec 
tion (OSI) model, of which Layers 2 and 3 are a part, are 
well-known to those of skill in the relevant art, and are, 
therefore, not described herein in any substantial detail. It 
should be noted, however, that Layer 3 is known as the 
“Network Layer” because it provides switching and routing 
technologies, creating logical paths, known as virtual cir 
cuits, for transmitting data from node to node. Routing and 
forwarding are functions of this layer, as well as addressing, 
internetworking, error handling, congestion control and 
packet sequencing. Layer 2 is known as the “Data Link 
Layer” because at Layer 2 data packets are encoded and 
decoded into bits; and Layer 2 furnishes transmission pro 
tocol knowledge and management and handles errors in the 
physical layer, ?ow control and frame synchronization. The 
data link layer is divided into two sublayers: The Media 
Access Control (MAC) layer and the Logical Link Control 
(LLC) layer. The MAC sublayer controls how a computer on 
the network gains access to the data and permission to 
transmit it. The LLC layer controls frame synchronization, 
?ow control, and error checking. 

[0024] In non-limiting embodiments, the wireless access 
domain 106 may be referred to as, by way of example but 
not limitation, a Local Area Network (LAN), virtual LAN 
(VLAN), and/or wireless LAN (WLAN). The wireless 
access domain 106 gives each user a persistent identity that 
can be tracked and managed, no matter where they roam. 
The wireless access domain 106 may have one or more 
associated snoop ?lters, which are described later with 
reference to FIG. 3. In an embodiment, the wireless access 
domain 106 may include one or more radios. 

[0025] In the example of FIG. 1, the wireless access 
domain 106 includes access areas 108-1 to 108-N (herein 
after collectively referred to as access areas 108). The access 
areas 108 have characteristics that depend upon, among 
other things, a radio pro?le. A radio pro?le is a group of 
parameters such as, by way of example but not limitation, 
beacon interval, fragmentation threshold, and security poli 
cies. In an embodiment, the parameters may be con?gurable 
in common across a set of radios in one or more access areas 
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108. In another embodiment, a few parameters, such as the 
radio name and channel number, must be set separately for 
each radio. An example of the implementation of a wireless 
access domain, provided by way of example but not limi 
tation, includes a TrapeZe Networks “identity-aware” Mobil 
ity DomainTM. 

[0026] In the example of FIG. 1, the following elements 
are associated with each of the access areas 108: Wireless 

exchange switches 110-1 to 110-N (hereinafter collectively 
referred to as wireless exchange switches 110), networks 
112-1 to 112-N (hereinafter collectively referred to as net 
works 112), and access points 114-1 to 114-N (hereinafter 
collectively referred to as access points 114). 

[0027] In an embodiment, the wireless exchange switches 
110 swap topology data and client information that details 
each user’s identity, location, authentication state, VLAN 
membership, permissions, roaming history, bandwidth con 
sumption, and/or other attributes assigned by, by way of 
example but not limitation, an Authentication, Authoriza 
tion, and Accounting (AAA) backend (not shown). In an 
embodiment, the wireless exchange switches 110 provide 
forwarding, queuing, tunneling, and/or some security ser 
vices for the information the wireless exchange switches 110 
receive from their associated access points 114. In another 
embodiment, the wireless exchange switches 110 coordi 
nate, provide power to, and/or manage the con?guration of 
the associated access points 114. An implementation of a 
wireless exchange switch, provided by way of example but 
not limitation, includes a TrapeZe Networks Mobility 
ExchangeTM switch. The TrapeZe Networks Mobility 
ExchangeTM switches may, in another implementation, be 
coordinated by means of the TrapeZe Access Point Access 
(TAPA) protocol. 
[0028] In an embodiment, the networks 112 are simply 
wired connections from the wireless exchange switches 110 
to the access points 114. The networks 112 may or may not 
be part of a larger network. In a non-limiting embodiment, 
the networks 112 provides a Layer 2 path for Layer 3 traf?c, 
preserving IP addresses, sessions, and other wired Layer 3 
attributes as users roam throughout the wireless access 

domain 106. Advantageously, by tunneling Layer 3 traf?c at 
Layer 2, users stay connected with the same IP address and 
keep the same security and Quality of Service (QoS) policies 
from the wired network while they roam the wireless side. 

[0029] In a non-limiting embodiment, the access points 
114 are hardware units that act as a communication hub by 
linking wireless mobile 802.11 stations such as PCs to a 
wired backbone network. In an embodiment, the access 
points 114 connect users to other users within the network 
and, in another embodiment, can serve as the point of 
interconnection between a WLAN and a ?xed wire network. 
The number of users and siZe of a network help to determine 
how many access points are desirable for a given imple 
mentation. An implementation of an access point, provided 
by way of example but not limitation, includes a TrapeZe 
Networks Mobility SystemTM Mobility PointTM (MPTM) 
access point. 

[0030] The access points 114 are stations that transmit and 
receive data (and may therefore be referred to as transceiv 
ers) using one or more radio transmitters. For example, an 
access point may have two associated radios, one which is 
con?gured for IEEE 802.11a standard transmissions, and the 



US 2007/0086397 A1 

other Which is con?gured for IEEE 802.11b standard trans 
missions. In a non-limiting embodiment, an access point 
transmits and receives information as radio frequency (RF) 
signals to and from a Wireless client over a 10/100BASE-T 
Ethernet connection. The access points 114 transmit and 
receive information to and from their associated Wireless 
exchange sWitches 110. Connection to a second Wireless 
exchange sWitch provides redundancy. 

[0031] A station, as used herein, may be referred to as a 
device With a media access control (MAC) address and a 
physical layer (PHY) interface to the Wireless medium that 
comply With the IEEE 802.11 standard. As such, in a 
non-limiting embodiment, the access points 114 are stations. 
Similarly, the Wireless client 116 may be implemented as a 
station. In alternative embodiments, a station may comply 
With a different standard than IEEE 802.11, and may have 
different interfaces to a Wireless or other medium. 

[0032] In operation, a Wireless client 116 can roam from 
one of the access areas 108 to another of the access areas 

108. For example, in the example of FIG. 1 the Wireless 
client 116 moves from the access area 108-1 to the access 

area 108-N. In an embodiment, the Wireless client 116 can 
maintain a single IP address and associated data sessions. 
The ability of the Wireless client 116 to roam across the 
access areas 108 While maintaining a single IP address and 
associated data sessions may be referred to as subnet mobil 
ity. Advantageously, the system 100 may be implemented 
using identity-based networking, Which is a technique that 
enforces netWork authorization attributes to the Wireless 
client 116 based on client identity rather than the port or 
device through Which the Wireless client 116 connects to the 
netWork. This technique enables both a single persistent 
login and passport free roaming Which permits the introduc 
tion of services such as voice to a Wireless LAN. 

[0033] FIG. 2 depicts a computer system 200 for use in the 
system 100 (FIG. 1). The computer system 200 may be a 
conventional computer system that can be used as a client 
computer system, such as a Wireless client or a Workstation, 
or a server computer system. The computer system 200 
includes a computer 202, I/O devices 204, and a display 
device 206. The computer 202 includes a processor 208, a 
communications interface 210, memory 212, display con 
troller 214, non-volatile storage 216, and I/O controller 218. 
The computer 202 may be coupled to or include the I/O 
devices 204 and display device 206. 

[0034] The computer 202 interfaces to external systems 
through the communications interface 210, Which may 
include a modem or netWork interface. It Will be appreciated 
that the communications interface 210 can be considered to 
be part of the computer system 200 or a part of the computer 
202. The communications interface 210 can be an analog 
modem, ISDN modem, cable modem, token ring interface, 
satellite transmission interface (e.g. “direct PC”), or other 
interfaces for coupling a computer system to other computer 
systems. 

[0035] The processor 208 may be, for example, a conven 
tional microprocessor such as an Intel Pentium micropro 
cessor or Motorola poWer PC microprocessor. The memory 
212 is coupled to the processor 208 by a bus 220. The 
memory 212 can be Dynamic Random Access Memory 
(DRAM) and can also include Static RAM (SRAM). The 
bus 220 couples the processor 208 to the memory 212, also 
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to the non-volatile storage 216, to the display controller 214, 
and to the I/O controller 218. 

[0036] The I/O devices 204 can include a keyboard, disk 
drives, printers, a scanner, and other input and output 
devices, including a mouse or other pointing device. The 
display controller 214 may control in the conventional 
manner a display on the display device 206, Which can be, 
for example, a cathode ray tube (CRT) or liquid crystal 
display (LCD). The display controller 214 and the I/O 
controller 218 can be implemented With conventional Well 
knoWn technology. 

[0037] The non-volatile storage 216 is often a magnetic 
hard disk, an optical disk, or another form of storage for 
large amounts of data. Some of this data is often Written, by 
a direct memory access process, into memory 212 during 
execution of softWare in the computer 202. One of skill in 
the art Will immediately recogniZe that the terms “machine 
readable medium” or “computer-readable medium” includes 
any type of storage device that is accessible by the processor 
208 and also encompasses a carrier Wave that encodes a data 
signal. 

[0038] The computer system 200 is one example of many 
possible computer systems Which have different architec 
tures. For example, personal computers based on an Intel 
microprocessor often have multiple buses, one of Which can 
be an I/O bus for the peripherals and one that directly 
connects the processor 208 and the memory 212 (often 
referred to as a memory bus). The buses are connected 
together through bridge components that perform any nec 
essary translation due to differing bus protocols. 

[0039] NetWork computers are another type of computer 
system that can be used in conjunction With the teachings 
provided herein. NetWork computers do not usually include 
a hard disk or other mass storage, and the executable 
programs are loaded from a netWork connection into the 
memory 212 for execution by the processor 208. A Web TV 
system, Which is knoWn in the art, is also considered to be 
a computer system, but it may lack some of the features 
shoWn in FIG. 2, such as certain input or output devices. A 
typical computer system Will usually include at least a 
processor, memory, and a bus coupling the memory to the 
processor. 

[0040] In addition, the computer system 200 is controlled 
by operating system softWare Which includes a ?le manage 
ment system, such as a disk operating system, Which is part 
of the operating system softWare. One example of operating 
system softWare With its associated ?le management system 
softWare is the family of operating systems knoWn as 
Windows@ from Microsoft Corporation of Redmond, 
Wash., and their associated ?le management systems. 
Another example of operating system softWare With its 
associated ?le management system softWare is the Linux 
operating system and its associated ?le management system. 
The ?le management system is typically stored in the 
non-volatile storage 216 and causes the processor 208 to 
execute the various acts required by the operating system to 
input and output data and to store data in memory, including 
storing ?les on the non-volatile storage 216. 

[0041] Some portions of the detailed description are pre 
sented in terms of algorithms and symbolic representations 
of operations on data bits Within a computer memory. These 
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algorithmic descriptions and representations are the means 
used by those skilled in the data processing arts to most 
effectively convey the substance of their work to others 
skilled in the art. An algorithm is here, and generally, 
conceived to be a self-consistent sequence of operations 
leading to a desired result. The operations are those requir 
ing physical manipulations of physical quantities. Usually, 
though not necessarily, these quantities take the form of 
electrical or magnetic signals capable of being stored, trans 
ferred, combined, compared, and otherwise manipulated. It 
has proven convenient at times, principally for reasons of 
common usage, to refer to these signals as bits, values, 
elements, symbols, characters, terms, numbers, or the like. 

[0042] It should be borne in mind, however, that all of 
these and similar terms are to be associated with the appro 
priate physical quantities and are merely convenient labels 
applied to these quantities. Unless speci?cally stated other 
wise as apparent from the following discussion, it is appre 
ciated that throughout the description, discussions utiliZing 
terms such as “processing” or “computing” or “calculating” 
or “determining” or “displaying” or the like, refer to the 
action and processes of a computer system, or similar 
electronic computing device, that manipulates and trans 
forms data represented as physical (electronic) quantities 
within the computer system’s registers and memories into 
other data similarly represented as physical quantities within 
the computer system memories or registers or other such 
information storage, transmission or display devices. 

[0043] The present invention, in some embodiments, also 
relates to apparatus for performing the operations herein. 
This apparatus may be specially constructed for the required 
purposes, or it may comprise a general purpose computer 
selectively activated or recon?gured by a computer program 
stored in the computer. Such a computer program may be 
stored in a computer readable storage medium, such as, but 
is not limited to, read-only memories (ROMs), random 
access memories (RAMs), EPROMs, EEPROMs, magnetic 
or optical cards, any type of disk including ?oppy disks, 
optical disks, CD-ROMs, and magnetic-optical disks, or any 
type of media suitable for storing electronic instructions, and 
each coupled to a computer system bus. 

[0044] The algorithms and displays presented herein are 
not inherently related to any particular computer or other 
apparatus. Various general purpose systems may be used 
with programs in accordance with the teachings herein, or it 
may prove convenient to construct more specialized appa 
ratus to perform the required method steps. The required 
structure for a variety of these systems will appear from the 
description below. In addition, the present invention is not 
described with reference to any particular programming 
language, and various embodiments may thus be imple 
mented using a variety of programming languages. 

[0045] FIG. 3 depicts a ?owchart 300 of a method for 
mobility in a wireless network. This method and other 
methods are depicted as serially arranged modules. How 
ever, modules of the methods may be reordered, or arranged 
for parallel execution as appropriate. FIG. 3 is intended to 
illustrate subnet mobility using the techniques described 
herein, such as tunneling Layer 3 tra?ic at Layer 2. 

[0046] In the example of FIG. 3, the ?owchart 300 starts 
at module 302 with establishing a wireless connection with 
a mobile device in a ?rst access area of a wireless access 
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domain, wherein the connection has an associated IP 
address. The ?owchart continues at module 304 with detect 
ing movement of the mobile device from the ?rst access area 
to a second access area of the wireless access domain. The 

?owchart ends at module 306 with maintaining the connec 
tion and the associated IP address. 

[0047] FIG. 4 depicts a system 400 for remote monitoring 
in a wireless network. In the example of FIG. 4, the system 
400, when in operation, includes tra?ic including, for illus 
trative purposes, a packet 402. The system 400 also includes 
a dap 404 and an observer 406. Directory Access Protocol 
(DAP) is part of X.500, a standard for directory services in 
a network. Those of skill in the relevant art occasionally 
refer to a “dap” as a networked directory structure and the 
elements used to monitor and manipulate the directory 
structure; this convention is used hereinafter. In the example 
of FIG. 4, the dap 404 includes a snoop ?lter 408 and a 
packet ?lter 410. 

[0048] When the dap 404 sees a matching packet, it copies 
the packet 402 and sends it to the observer 406. In some 
cases, a snooped packet will ?ow directly from the dap 404 
to the observer 406 without passing through a wireless 
exchange switch (see, e.g., FIG. 1). In an embodiment, a 
valid source IP address is needed to send packets from the 
dap 404 to the observer 406. 

[0049] In an embodiment, ethereal (e. g., ethereal 0.10.8 or 
later) may be installed on the observer 406. Ethereal (and, as 
another example, tethereal) decode 802.11 packets embed 
ded in TZSP without any con?guration. Netcat, for example, 
may also be installed on the observer 406, which allows the 
observer 406 to listen to UDP packets on the TZSP port. If 
running on a computer, a tcl script can be used instead. 

[0050] In an embodiment, the snoop ?lter 408 is persis 
tent. However, the enabled state of the snoop ?lter 408 is not 
persistent. In an alternative embodiment, it may be desirable 
to allow enabled state of the snoop ?lter 408 to be persistent. 

[0051] In operation, the snoop ?lter 408 may selectively 
capture the packet 402. The packet may be, by way of 
example but not limitation, an 802.11 packet. If the packet 
402 matches the packet ?lter 410, the snoop ?lter 408 copies 
the packet 402 to the observer 406. In this way, the packet 
?lter 410 can be used to block uninteresting tra?ic from the 
observer 406. In an embodiment, the packet ?lter 410 can 
also be used to block uninteresting portions of packets from 
the observer (e.g., send headers without any payload). The 
observer 406 is speci?ed by the IP address of the host that 
will receive the packet 402. In a non-limiting embodiment, 
it may be desirable to restrict observer ip-addr selection to 
prevent snoop packets from using the radio interface. 

[0052] FIG. 5 depicts a system 500 for remote monitoring 
in a wireless network. The system 500 includes an access 
point 504, a network 506, and an Intrusion Detection System 
(IDS) 508. Tra?ic 502 passes through the access point 504, 
and may or may not pass through the network 506, as well. 

[0053] In the example of FIG. 5, the access point 504 
includes a radio interface 510, a monitor 512, and one or 
more ?lters 514-1 to 514-N (hereinafter collectively referred 
to as ?lters 514). Monitors, or snoop ?lters, are implemented 
per radio. Although a single radio interface is depicted in 
FIG. 5, it should be noted that in alternative embodiments, 
multiple radios may be associated with the access point 504. 
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In an embodiment, if the radio interface 510 is disabled, 
transmit is blocked, but not receive. In an embodiment, 
?lters 514 mapped to a disabled radio interface 510 will 
capture data. 

[0054] In a non-limiting embodiment, TZSP is used to 
encapsulate 802.11 packets. Packets are captured after they 
are decrypted on the radio interface 510, so the payload is 
‘clear’ even when the 802.11 header indicates encrypted 
data. In a non-limiting embodiment, a radio mac may be 
added to a TZSP header. In an embodiment, ethereal (e.g., 
ethereal 0.10.8 or later) may be installed on the IDS 508. 
Ethereal (and, as another example, tethereal) decode 802.11 
packets embedded in TZSP without any con?guration. Net 
cat, for example, may also be installed on the IDS 508, 
which allows the IDS 508 to listen to UDP packets on the 
TZSP port. This avoids a constant ?ow of ICMP destination 
not reachable messages from the observer back to the radio 
interface 510. If running on a computer, a tcl script can be 
used instead. 

[0055] In the example of FIG. 5, the monitor 512, which 
may include a snilfer or snooper, and the radio interface 510 
are integrated into a single device (the access point 504). In 
an embodiment, the monitor 512 and the radio interface 510 
are integrated to facilitate decoding encrypted data and 
reporting accurate signal strength measurements. The access 
point 504 knows what it sees as the Relative Signal Strength 
Indicator (RSSI) and Signal to Noise Ratio (SNR) for client 
packets. When the monitor 512 sees a match on the radio 
interface 510, it copies the packet and sends it to the IDS 
508. In some cases, the packet will ?ow directly from the 
monitor 512 to the IDS 508 without passing through a 
wireless exchange switch (see, e.g., FIG. 1). 

[0056] In a non-limiting embodiment, the monitor 512 is 
persistent. Also, the mapping of the ?lters 514 to the radio 
interface 510 is persistent, though the enabled/disabled state 
of the ?lters 514 is not persistent. Accordingly, if the access 
point 504 is reset, the monitor 512 will be disabled until 
enabled by a user. In an alternative embodiment, it may be 
desirable to allow enabled state of the ?lters 514 to be 
persistent. In an embodiment with multiple radio interfaces 
in the access point 504, the ?lters 514 may be applied to any 
or all of the radio interfaces. 

[0057] In the example of FIG. 5, the ?lters 514 are used by 
the monitor 512 to block un-interesting packets from the 
IDS 508. The ?lters 514 may include: Basic Service Set 
Identi?er (BSSID), channel, mac address, frame-type, or 
some other parameter or value. In an embodiment, one ?lter 
can be mapped to any number of access points (not shown) 
that are controlled by the same switch or cluster of switches. 
For example, all packets to and from a client-mac can be 
captured as the client roams through a wireless domain. 
Snap-length is used to block un-interesting portions of 
packets from the IDS 508 (e.g., headers w/out payload). 

[0058] In operation, the monitor 512 may selectively 
capture a packet from the tra?ic 502. The packet may be, by 
way of example but not limitation, an 802.11 packet. If the 
packet matches one of the ?lters 514, the monitor 512 copies 
the packet to the IDS 508. In this way, the monitor 512 can 
be used to block uninteresting tra?ic from the IDS 508. In an 
embodiment, the monitor 512 can also be used to block 
uninteresting portions of packets from the IDS 508 (e.g., 
send headers without any payload). In a non-limiting 
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embodiment, it may be desirable to restrict ip-addr selection 
to prevent snooped packets from using the radio interface 
510. 

[0059] FIG. 6 depicts a ?owchart 600 of a method for 
remote monitoring in a wireless network. FIG. 6 is intended 
to illustrate remote monitoring using the techniques 
described herein, such as by using a remotely located IDS. 
The modules of FIG. 6 could be combined with the modules 
of FIG. 3 to, for example, describe a method for remote 
monitoring of a mobile device in a wireless network. 

[0060] In the example of FIG. 6, the ?owchart 600 starts 
at module 602 with monitoring tra?ic at a radio interface. 
The ?owchart 600 continues at module 604 with selectively 
capturing a packet from the tra?ic. The ?owchart 600 ends 
at module 606 with sending a copy of the packet to a remote 
intruder detection system for analysis. 

Command Line Interface (CLI) 

[0061] Some of the functionality of snoop may be shown 
by describing commands that are entered into a CLI in a 
speci?c implementation. 

set snoop <?lter> {condition-list} {observer <ip—add_r> 
{snap-length <value>}} 

[0062] <?lter> may be a unique name. 

[0063] {condition-list} includes an operator and a packet 
value. In a non-limiting embodiment, the operator is ‘eq’ or 
‘neq’. Other embodiments may include other operators (e. g., 
‘It’, ‘gt’). The packet value is a component of an 802.11 
packet (bssid, src-mac, frame-type, . . . ). All conditions must 
be true for a packet ?lter to match. In a non-limiting 
embodiment, if the condition list is omitted, all packets are 
captured. In another non-limiting embodiment, the condition 
list is a collection of ‘AND’ conditions and multiple ?lters 
are used for ‘OR’ conditions. In a non-limiting embodiment, 
up to 8 conditions can be listed in a single ?lter, such 
conditions may include, by way of example but not limita 
tion: 

frame-type <oper> <control ] management ] data ] beacon ] probe> 
channel <oper> <channel> traffic received on a channel 
bssid <oper> <bssid> traffic with a bssid 
src-mac <oper> <mac—addr> traffic from a station 
dest-mac <oper> <mac—addr> traffic to a station 
host-mac <oper> <mac—addr> traffic to or from a station 
mac-pair <mac1> <mac2> traffic between two stations 

<oper> is implied ‘eq’ 

[0064] {observer <ip-addr>} sets the address to which 
snoop sends packets after encapsulating matching packets in 
TZSP. If no observer is given, the radio simply counts 
matching packets. In an embodiment, this can augment 
regular radio statistics. 

[0065] {snap-length <value>} is the maximum siZe of the 
packet contained in TZSP. Values over 100 bytes are rarely 
needed since typical debug involves protocol analysis of 
packet headers, but not payload. Large frames waste time on 
the access points to copy the entire packet. A small snap 
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length also reduces network congestion caused by packets 
?owing to the observer. In a non-limiting embodiment, if the 
snap-length is omitted, the entire packet is captured. 

[0066] show snoop info <?lter> 

[0067] This command displays the con?guration of a 
selected ?lter or all ?lters. 

[0068] 
[0069] This command deletes a ?lter and clears its refer 
ence from daps. 

[0070] set snoop map <?lter> dap <dap-num> radio 
<radio-num> 

clear snoop <?lter> 

[0071] This command maps a ?lter to a radio. One snoop 
?lter may be applied to many radios. In this non-limiting 
implementation, up to 8 snoop ?lters can be applied to the 
same radio. Filters on each radio are arranged by the 
observer. Once a packet matches a ?lter for one observer, the 
remaining ?lters for that observer are ignored to avoid 
duplicate packets. If there is no observer, the ?lter is only a 
counter. Snoop ?lters with counters are always evaluated 
(multiple counters can be incremented with the same 
packet). 

[0072] show snoop map <?lter> 

[0073] This command lists all daps mapped to one ?lter. 

[0074] 
[0075] This command, for all daps, lists all mapped ?lters. 

[0076] 
[0077] This command shows the list of snoop ?lters 
mapped to this radio. 

[0078] clear snoop map <?lter> dap <dap-num> radio 
<radio-num> 

show snoop 

show dap con?g <dap-num> 

[0079] This command removes a ?lter from a radio. 

[0080] clear snoop map all 

[0081] This command clears all ?lter/radio mapping. 

[0082] set snoop <?lter> mode <enable {stop-after 
<value>l disable> 

[0083] This command starts or stops a ?lter on all mapped 
radios. You can use ‘all’ in place of <?lter> to enable or 
disable all ?lters. If stop-after is given, the ?lter is stopped 
after a number of matched packets. An active ?lter creates 
additional load for the access point and snooped packets can 
cause network congestion. This may destabiliZe the access 
point, so, in a non-limiting implementation, snoop ?lter state 
is not persistent. 

[0084] If the access point is reset, all its ?lters will remain 
stopped until started by the user. When the enable command 
is issued, a message is sent to all operational radios with the 
?lter. If the ?lter hasn’t been mapped to any radios, an error 
is reported. When a ?lter is changed or when the radio state 
is reset, the ?lter is disabled. The expectation is that if you 
change a ?lter, you may also want to change the radio 
mapping before starting packet capture. 

[0085] If active scan is enabled in the radio pro?le, snoop 
will capture traf?c on other channels. The dwell-times are 
much longer when active scan is enabled on a disabled radio. 
In most cases, it’s best to either disable active scan or 
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include a condition such as ‘channel eq 1’ in the snoop ?lter 
to avoid capturing irrelevant data. 

[0086] show snoop stats {<?lter>{<dap-num> radio 
<radio-num> } } 

[0087] This command shows stats and running state of all 
?lters on all radios, all radios with a ?lter, or of a single 
?lter/radio. 

[0088] Examples of display stats for a ?lter include: 

[0089] Rx Match number of packets received by radio 
matching the ?lter 

[0090] Tx Match number of packets sent by radio 
matching the ?lter 

[0091] Dropped number of matching packets not for 
warded to observer due to memory or network prob 
lems 

[0092] Stop-After ‘running’ if enabled, ‘stopped’ if dis 
abled, or remaining number of packets before ?lter 
disabled 

[0093] Stats are cleared whenever a ?lter is changed or 
re-enabled. 

[0094] show con?guration area snoop 

[0095] This command displays the commands to produce 
all ?lters. With a little cut-and-paste you can selectively edit 
the condition list for a ?lter. 

[0096] show con?guration area ap 

[0097] This command displays snoop ?lter references 
(created with ‘set snoop map’), which are stored in the dap 
con?guration. 
[0098] Snoop ?lters may include the following: 

associated ignore traffic from another network 
src-ip 
dest-ip 
host-ip 
type ether type: II’, 
ip-protocol UDP, TCP 
src-port 
dest-port 
mac-range host mac greater than xx, less than than yy 

[0099] Advantageously, using the techniques taught 
herein, it is possible to snoop packets while the access point 
(dap) is associating with a client and passing client data 
through the switch. Prior art has remote probes, but there is 
some guesswork in this approach since the RF environment 
at the probe is not identical to the RF at the access point. This 
problem is even more difficult when trying to trace all 
packets for a client as it roams from one access point to 
another. 

[0100] As used herein, the term “embodiment” means an 
embodiment that serves to illustrate by way of example but 
not limitation. It may be noted that, in an embodiment, 
timestamps can be observed to measure roaming time. 

[0101] It will be appreciated to those skilled in the art that 
the preceding examples and embodiments are exemplary 
and not limiting to the scope of the present invention. It is 
intended that all permutations, enhancements, equivalents, 
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and improvements thereto that are apparent to those skilled 
in the art upon a reading of the speci?cation and a study of 
the drawings are included within the true spirit and scope of 
the present invention. It is therefore intended that the fol 
lowing appended claims include all such modi?cations, 
permutations and equivalents as fall within the true spirit 
and scope of the present invention. 

What is claimed is: 
1. A system comprising: 

a wired backbone network; 

a network, coupled to the wired backbone network; 

a wireless access domain, including: 

a ?rst access area having 

a ?rst wireless exchange switch for sending data 
through the network to the wired backbone net 
work, and 

a ?rst access point, with a ?rst snoop ?lter, that links 
wireless mobile stations to the wired backbone 
network through the ?rst wireless exchange 
switch; 

a second access area having 

a second wireless exchange switch for sending data 
through the network to the wired backbone net 
work, and 

a second access point, with a second snoop ?lter, that 
links wireless mobile stations to the wired back 
bone network through the second wireless 
exchange switch; 

an intrusion detection system, coupled to the network, for 
analyZing packets; 

wherein, in operation, a connection is established between 
a mobile device in the ?rst access area and the mobile 
device is associated with a persistent identity; the ?rst 
snoop ?lter monitors traf?c between the mobile device 
and the ?rst access point and copies packets that meet 
a speci?ed criteria to the intrusion detection system; 
when the mobile device moves into the second access 
area, the connection is maintained along with the 
persistent identity of the mobile device; the second 
snoop ?lter continues to monitor traf?c between the 
mobile device and the second access point and contin 
ues to copy packets that meet the speci?ed criteria to 
the intrusion detection system. 

2. The system of claim 1 wherein the network provides a 
Layer 2 path for Layer 3, and wherein the ?rst wireless 
exchange and the second wireless exchange send Layer 3 
data through the network to the wired backbone network. 

3. The system of claim 1, wherein the persistent identity 
includes a Layer 3 attribute. 

4. A method comprising: 

establishing a wireless connection with a mobile device in 
a ?rst access area of a wireless access domain, wherein 

the connection has an associated IP address; 

monitoring traf?c associated with the mobile device 
through the ?rst access area; 

capturing a packet from the traf?c if the packet meets a 
speci?ed criteria; 
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analyZing the packet to determine whether the mobile 
device is a threat; 

detecting movement of the mobile device from the ?rst 
access area to a second access area of the wireless 

access domain; 

maintaining the wireless connection and the associated IP 
address; 

continuing to monitor traf?c associated with the mobile 
device through the second access area. 

5. The method of claim 4, further comprising encapsu 
lating the packet with TZSP. 

6. The method of claim 4, further comprising decrypting 
packets so that a header associated with the packet is clear 
even if the header indicates encrypted data. 

7. The method of claim 4, further comprising decoding 
encrypted data and reporting accurate signal strength mea 
surements. 

8. A system comprising: 

an access point, including: 

a radio interface through which wireless traf?c passes; 

one or more ?lters; 

a monitor, coupled to the radio interface, that captures 
a packet from the wireless traf?c if the packet 
matches a ?lter of the one or more ?lters; 

an intrusion detection system for analyZing packets; 

a network coupling the access point to the intrusion 
detection system, wherein the captured packet is copied 
through the network from the access point to the 
intrusion detection system. 

9. The system of claim 8, wherein the intrusion detection 
system is remote with respect to the access point. 

10. The system of claim 8, wherein the monitor appends 
radio information to the packet. 

11. The system of claim 8, wherein the access point is a 
?rst access point, further comprising a second access point, 
wherein a mobile device is capable of passing from the ?rst 
access point to the second access point with subnet mobility. 

12. The system of claim 8, further comprising a worksta 
tion with the intrusion detection system included therein. 

13. The system of claim 8, further comprising additional 
radio interfaces, wherein the monitor captures packets from 
tra?ic passing through the additional radio interfaces. 

14. The system of claim 8, further comprising additional 
radio interfaces, wherein the one or more ?lters are mapped 
to each of the additional radio interfaces. 

15. The system of claim 8, wherein the radio interface 
decrypts the packet such that the payload is clear even if a 
header indicates encrypted data. 

16. The system of claim 8, wherein the radio interface and 
the monitor are integrated together into the access point. 

17. The system of claim 8, wherein the monitor is 
persistent. 

18. The system of claim 8, wherein the ?lters include one 
or more parameters selected from the group consisting of 
Basic Service Set Identi?er (BSSID), channel, mac address, 
frame-type. 

19. The system of claim 8, wherein the ?lters are non 
persistently enabled/disabled. 

20. The system of claim 8, wherein the packet is an 802.11 
packet. 


